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ABSTRACT
Parsons problems are an increasingly popular method for helping inexperienced programmers improve their programming skills. In Parsons problems, learners are given a set of programming statements that they must assemble into the correct order. Parsons problems commonly use distractors, extra statements that are not part of the solution. Yet, little is known about the effect distractors have on a learner’s ability to acquire new programming skills. We present a study comparing the effectiveness of learning programming from Parsons problems with and without distractors. The results suggest that distractors decrease learning efficiency. We found that distractor participants showed no difference in transfer task performance compared to those without distractors. However, the distractors increased learners cognitive load, decreased their success at completing Parsons problems by 26%, and increased learners’ time on task by 14%.
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1. INTRODUCTION
Parsons problems are a popular way to help individuals learn computer programming. In a Parsons problem, a learner is given a program where the statements have been placed out of order. Learners solve the Parsons problem by assembling the statements into the correct order [47]. Frequently, Parsons problems also include extra statements that are not part of the solution, known as distractors [22, 47]. Parsons problems are typically used for drill and practice exercises that complement traditional classroom and online learning [10, 47], or for assessing learners’ programming skills [8, 41]. More recently, they have also been used to help children learn programming independently [17].

Distractors are a common feature of many Parsons problem implementations [8, 10, 22, 47]. Yet, little is known about how distractors affect learning. Broadly, distractors in Parsons problems are often described as unnecessary code [10], extra fragments [18], or erroneous code [21]. Fortunately, some researchers provide a more precise explanation: distractors should be used to “illustrate a particular point” or to “highlight programming principles the student may ignore” [47]. Distractors based on these principles often attempt to illustrate common programming misconceptions and syntax errors [25, 47]. While this seems like a reasonable approach for using distractors, we are unaware of any empirical evidence on the effectiveness of distractors in Parsons problems.

In this paper, we present a study investigating middle school children’s ability to learn programming concepts independently from Parsons problems with distractors. We conducted a formative evaluation exploring the potential use of distractors to encourage and foster a beneficial learning experience. We then report the results of a summative evaluation comparing the effectiveness of using partial suboptimal path distractors when learning programming concepts on transfer task performance. Our results show that distractors increased cognitive load for independent learners, reduced learners’ ability to successfully complete Parsons problems, and significantly increased time on task. Distractor participants also showed no difference in transfer task performance compared to participants who trained without distractors.

2. RELATED WORK
At its core, a distractor is an error. Some suggest that the errors generated from distractors in Parsons problems may aid learning [25, 47]. Further, the reasons cited for using distractors in Parsons problems are similar to the reasons for using distractors in multiple choice tests [27, 33, 47]. In this section, we review research on the impacts of 1) generating errors on learning and 2) the use of distractors in testing.

2.1 Learning with Errors
Learners may encounter errors when learning from traditional educational materials or learning based games. We first discuss how errors affect learners in traditional education situations, followed by game based learning.

Humans naturally make errors as part of our learning process. Generating errors during learning can have both positive and negative consequences that educators must be careful to either leverage or mitigate. One approach to reducing errors made during learning is to teach common misconceptions to students when introducing new material [42]. This is especially important for low performing students, who benefited from learning about common misconceptions [42]. Errors can also affect high and low performing learners differently. Only high performing students benefited when learning via worked examples that contained errors [13]. Fortunately, providing students with corrective feedback on the errors mitigated the harmful effects for low performing students.
Another common approach to learning with errors is using **trial and error**. Researchers demonstrated that generating errors when learning via trial and error helped younger learners, but impaired older adult learners [7]. Specifically in the context of programming, errors did not benefit learners. Students who learned programming using a method that deliberately encouraged them to make errors had their rote learning efficiency reduced and they tended to make the same errors later [9]. The inconsistency among the literature suggests that educators must take into consideration learners’ abilities and age, feedback and even the educational domain when considering the effects of errors during learning.

There is also a growing body of evidence on the effectiveness of game-based learning for several disciplines [58]. Some of these games leverage correcting errors as a central game mechanic [19, 30], while others use distractors to lure players into generating errors [55]. Correcting errors as part of a debugging game has been shown to be an effective strategy for helping children learn programming [30]. While Parsons problems are not a game, they have puzzle-like qualities and have been shown, without distractors, to be effective for learning [17]. We are unaware of any empirical evidence of the benefit or harm that generating errors from distractors in Parsons problems may cause.

### 2.2 Distractors and Errors in Testing

Multiple choice questions typically have several incorrect answers designed to distract lower level learners away from the correct answer [27]. Test takers also acquire new information from the act of taking a test [51]. Depending on the circumstances, the errors generated from distractors during testing may benefit or harm learners [5]. We discuss how testing affects learning and how the errors generated by distractors impact learners.

While testing may be viewed as assessing learned material, it also plays an important role in learning [51, 52]. When testing, individuals must retrieve information from their memory. Information is not stored statically in memory, but rather it is reconstructed upon retrieval; retrieval can change the information itself [26]. The act of retrieving information from memory can be an effective way to promote learning and even retention of information [52]. This is known as the **testing effect** [51]. The key to the testing effect is the retrieval process itself. The act of trying to retrieve information during testing, even if unsuccessful, was found to enhance future learning [29, 49]. Further, if an individual fails to retrieve the information, guessing the answer did not hurt future performance [23]. The testing effect persists across testing formats, including multiple choice tests with distractors [34, 53].

If a test taker constructs an incorrect answer during retrieval, there is the possibility that the error is committed to memory which can impair future performance [1]. Test authors should be especially careful when authoring multiple choice tests with distractors because individuals may acquire false information from any errors [5, 36–38, 53]. Additionally, low performing students are more likely to acquire false information from multiple choice testing [5, 37], while higher performing students actually benefit from the errors [5]. Learning false information in testing appears to be due to faulty reasoning when selecting answers [38]. If faulty reasoning is at play, this can be mitigated by providing corrective feedback after testing [4, 6]. Feedback was found to improve learning when test takers generated errors during multiple choice testing [4, 6, 20, 48]. Given the potential for learning false information from multiple choice testing, test administrators should take measures, like feedback, to limit the potential for false learning.

Guidelines based on empirical evidence may also help test authors write better multiple choice tests with distractors [15, 16]. Even then, writing good distractors is often difficult for test authors [57]. Part of the difficulty in writing quality distractors is providing responses that separate low and high performers [50], but that also provide insights about students’ misunderstandings [27, 33]. One approach to authoring multiple choice distractors is to utilize common misconceptions [15, 39]. In our context, misconceptions can be common programming mistakes, for example, failing to properly nest statements in a control flow construct [2].

Overall, generating errors during learning may help learners under the right conditions. However, there is the potential that generating errors may also decrease the effectiveness of learning. Little empirical evidence exists to suggest how generating errors in Parsons problems will affect learners. Beneficial use of distractors in Parsons problems may only be effective under certain circumstances, similar to the learning with errors research. In this paper, we explore the potential for using distractors in Parsons problems to help novices learn programming independently.

### 3. LOOKING GLASS

For our study, we chose to use the blocks-based novice programming environment, Looking Glass [35]. In Looking Glass, users create programs that are 3D animations. Looking Glass also has support for Parsons problems as shown in Figure 1-A/B.

The Parsons problems in Looking Glass (known as programming completion problems) were influenced by prior work that demonstrated that high school students who completed partially written programs (i.e., completion problems) later constructed better quality programs than students who authored programs from scratch [59, 60]. To further aid independent learners, these code puzzles in Looking Glass include additional scaffolding within the interface to reduce the cognitive load that impedes learning (i.e., extraneous cognitive load) and increase the cognitive load that fosters learning (i.e., germane cognitive load) [17]. This includes a rich feedback mechanism designed to help learners correct errors without providing the answer [17]. In an evaluation, novices who learned programming constructs using programming completion problems demonstrated more evidence of learning compared to novices who learned using tutorials [17]. In the remainder of this paper, we refer to these Parsons problems simply as **puzzles**.

### 4. FORMATIVE EVALUATION

We conducted a formative evaluation to explore how to author distractors in puzzles to exploit the benefits of learning with errors while reducing the potential harm they may cause. Even though the most cited use of a distractor in Parsons problem is the programming syntax distractor [8, 10, 18, 22, 25, 47], we did not explore this distractor in our study. Blocks-based programming languages forgo syntax in an effort to reduce the barriers for learning programming. From our evaluation, we share three guidelines for distractors in code puzzles: 1) distractors that create **extra noise** are easy to ignore, 2) distractors should encourage learners to follow a **familiar, but suboptimal path**, and 3) allow only **one possible solution** to a puzzle.

For our formative study, we recruited 16 participants between the ages of 10 and 15 (10 female, 6 male; age: \(M = 11.94, SD = 1.57\)) from the Academy of Science of St. Louis mailing list. The Academy of Science is a not-for-profit organization dedicated to science outreach in the St. Louis metropolitan area. We compensated participants with a $10 gift certificate.

#### 4.1 Extra Noise is Easy to Ignore

Prior work described distractors as extra code or unnecessary code in Parsons problems [10, 18]. We initially came up with three unnecessary code distractors: 1) create additional **unrelated** random
noise, 2) create additional *tangentially related* noise, and 3) insert unrelated control flow constructs.

For the unrelated noise distractors we added random method invocations to the puzzles, for example: `ufo.resize(2.0)`. Users very quickly realized that the random statements are easy to eliminate from their possible solution space, as one participant stated, “the extra actions (statements) contradict, so you can ignore them.” We also tested *tangentially related* distractors by inserting additional method invocations that could plausibly be part of an animation. For example, in an animation about a dolphin rescuing a sinking boat, we inserted a method call to a background ship object, `ship.sail_towards(boat)`. However, participants gave similar explanations that they knew they could just ignore it because the ship never sailed towards the boat.

Given that participants were quick to dismiss the extra noise, we tried another distractor designed to encourage participants to make decisions about which control flow blocks they might need for the solution. We inserted several types of unrelated control flow blocks as distractors. We knew that this approach better engaged some participants when they asked, “Do I have to use all of them?” Further, the extra control blocks appeared to encourage thinking for some participants, as one participant stated: “It’s sorta tricky, but it also makes you think harder, like what does the computer want me to do?” However, we note that adding unrelated control blocks were also easy to dismiss as unnecessary.

### 4.2 Use a Familiar, but Suboptimal Path

Instead of adding extra noise to the puzzles, we tried to engage participants by creating distractors that encouraged them to follow a familiar, but suboptimal path, when solving the puzzle. The idea is similar to the misconception distractors mentioned in Parsons problems [47]. The distractors allow a user to create a suboptimal solution for a puzzle that follows a familiar strategy that they have likely used before. For example, using identical duplicate statements instead of using a loop as shown in Figure 1-E. We used three strategies for suboptimal path distractors: 1) insert distractor statements into the solution for the puzzle’s initial state (Figure 1-C), 2) initially nest constructs incorrectly (Figure 1-C), and 3) add alternative statements that can lead to a suboptimal solution (e.g. duplicate statements instead of a loop) (Figure 1-E).

Compared to the previous noisy distractors, participants engaged with the suboptimal path distractors frequently. For the initial state distractor one participant stated, “This one you have to think that you can move the pieces on the board already off.” In initial nesting distractors, participants would recognize that they needed the combined effects of both constructs for the solution. Yet, participants had difficulty realizing that they needed to switch the nesting order, “I’m a little bit irritated. I’ve checked over and over the difference between my video and the correct one.”

When participants followed the suboptimal path, it often led to them failing to recover and failing to discover the optimal solution. This was especially true for the alternative statement distractors. Participants had difficulty understanding why their solution’s output looked correct even though the feedback indicated it was incorrect, as one participant stated, “It makes me feel a little frustrated. Well I looked at the video many times. I figured out what I was missing. I corrected my animation. But looking at it… and it tells me that it’s wrong [and that] makes me feel frustrated.” Even if many participants failed to recover, the suboptimal path distractors are a promising approach given that participants were frequently actively engaged with the distractors.

![Illustration of a puzzle](image)

**Figure 1.** A puzzle (training task 5) in its initial state demonstrating partial suboptimal path distractors. Users solve a puzzle by assembling unused statements (A) into the correct order (B). In the initial state distractor (C), an incorrect *Do together* block is initially placed into the puzzle’s solution. The *repeat* block is initially nested incorrectly into the *Do together* block for the initial nesting distractor; the correct solution is nested block (D). For the alternative statements distractor (E) (training task 2), users are given almost enough extra statements to create a suboptimal solution; the last statement is missing for the suboptimal solution.
4.3 Allow Only One Solution

The familiar, but suboptimal path distractors succeeded in leading participants down a suboptimal path, but they frequently failed to bring participants towards the optimal solution. The biggest problem with the suboptimal path distractors is that they create several suboptimal solutions in addition to the optimal solution. For example, the alternative statement distractors for a loop produce a complete suboptimal solution with the duplicate statements instead of the optimal loop solution. To gently nudge participants towards the optimal solution, we modified the distractors by removing the possibility of suboptimal solutions while still keeping the ability to make some progress down a partial suboptimal path.

One frequent source of suboptimal solutions is empty control flow blocks inserted by participants into the solution. Extra control flow statements can lead to no operation behavior (NOP) in Parsons problems [22]. For example, a Repeat block with no nested statements does nothing when executed. The NOP makes the program output match the correct output, even though the solution is incorrect because of the unused block. This can be particularly confusing for novices when their output looks correct but the puzzle feedback indicates that their solution is incorrect. The initial nesting distractors have a high tendency to produce NOP behavior. For example, a participant may unnest an incorrectly nested control block and then forget to remove the block from the solution. Yet, novices see nothing wrong with this behavior, as one participant stated, “I get that it’s extra, but I don’t agree…”

To help participants realize the existence of the optimal solution, we eliminated the existence of suboptimal solutions. For the alternative statement distractors we provided enough statements to lead a user down the suboptimal path, but not enough statements to actually finish the suboptimal solution. For example, in Figure 1-E the last duplicate statement is missing from the puzzle, so a user can start the suboptimal path, but must seek out the optimal solution to solve the puzzle. We also removed the NOP suboptimal solutions typically produced by the initial nesting distractors by locking nested control flow blocks together as shown in Figure 1-C/D. Because the blocks are locked together, the user can explore the suboptimal path (Figure 1-C), but because they cannot unnest the blocks, they cannot produce a puzzle with NOP behavior. Instead a user must swap out the incorrectly nested blocks with the correctly nested one (Figure 1-D). We also carefully authored and tested our puzzles to ensure that only one solution existed for each puzzle.

Not allowing participants to complete the suboptimal path had the desired effect of encouraging participants to seek out the optimal solution: “Are there any other pieces? Looks like I’m missing one.” The partial suboptimal path distractors also appeared to lead to greater success. Several participants commented on how they enjoyed the distractors, as one participant stated, “I actually like that. I think it’s pretty cool that you throw in some random ones because that’s kinda how puzzles work.” For the remainder of our study, we used the partial suboptimal path distractors.

5. SUMMATIVE EVALUATION

Using what we learned in the formative evaluation, we conducted a between subjects study to assess the impacts that distractors have on learning new programming knowledge. Our study contained two phases: training and transfer. In the training phase participants learned new programming skills using code puzzles that we then evaluated in the transfer phase. We developed a series of six puzzles using the partial suboptimal path distractors. Our puzzles introduced participants to three programming nested constructs: Repeat nested in a Repeat, Do Together nested in a Repeat, and Repeat nested in a Do Together. From this evaluation, we intended to answer the following questions: 1) What effect do distractors have on task completion time, task success, and mental effort? and 2) Do distractor participants show more evidence of learning than those who learned programming concepts without them?

5.1 Participants

We recruited 102 participants between the ages of 10 and 15 from the Academy of Science of St. Louis mailing list. We screened participants for participation in any of our previous studies. We removed nine participants from our data set for prior participation. We also removed one participant from our data set for not completing most of the study materials. In total we analyzed the data for 92 participants (32 female, 60 male; age: $M = 12.01, SD = 1.67$). We compensated participants with a $10 gift certificate.

5.2 Materials

We developed, tested, and refined our study materials through a pilot study. For the pilot study we recruited 14 participants (9 female, 5 male; age: $M = 12.93, SD = 2.23$).

5.2.1 Familiarization Tasks

For each phase of the study, we developed familiarization tasks to help introduce participants to the format of the tasks and the mechanics of the programming environment.

5.2.2 Training Tasks

We developed six puzzles for the training tasks. The six tasks were designed to be completed sequentially. We developed two sets of training tasks: one set without distractors, the other with distractors. See Table 1 for the programming concepts and distractor types for each training task. The training familiarization task is identical in format to the actual training tasks. However, the training familiarization task did not contain any distractors.

5.2.3 Transfer Tasks

In the transfer phase, we wanted to acquire evidence that the participants learned the programming concepts from the training phase. Specifically, we wanted to know if participants could identify the correct programming concepts and the proper nested structure when given a novel problem. We developed three transfer tasks to evaluate participants’ mastery of nesting a Repeat block within a Repeat, nesting a Do Together within a Repeat, and nesting a Repeat within a Do Together.

Each transfer task is a complete program with existing and correctly ordered statements as shown in Figure 2. The existing statements are only method invocations; there are no control flow constructs. To complete each task, participants need only identify and insert the correct control flow constructs from the programming environment as shown in Figure 2-A. Once a construct is inserted into the program, participants drag the appropriate existing statements, maintaining their order, into the newly inserted control block. Each transfer task also included a video of the correct animation, written instructions for completing the task, and inline

<table>
<thead>
<tr>
<th>Task</th>
<th>Programming Concept</th>
<th>Partial Suboptimal Path Distractors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Do Together</td>
<td>Alternative Statements</td>
</tr>
<tr>
<td>2</td>
<td>Repeat</td>
<td>Alternative Statements × 2</td>
</tr>
<tr>
<td>3</td>
<td>Repeat { Repeat }</td>
<td>Initial State; Alternative Stat.</td>
</tr>
<tr>
<td>4</td>
<td>Repeat { Repeat }</td>
<td>Initial State; Alternative Stat.</td>
</tr>
<tr>
<td>5</td>
<td>Repeat { Do Together }</td>
<td>Initial State; Initial Nesting</td>
</tr>
<tr>
<td>6</td>
<td>Do Together {</td>
<td>Initial Nesting;</td>
</tr>
<tr>
<td></td>
<td>Repeat }</td>
<td>Alternative Statements</td>
</tr>
</tbody>
</table>
comments describing the correct program output (Figure 2-B). The instructions noted that the existing statements are in the correct order and that participants are limited to only inserting three additional blocks into the program. We designed the transfer tasks to focus participants’ time on demonstrating their programming knowledge, not authoring programs from scratch.

The transfer phase had two separate familiarization tasks. The first familiarization task introduced participants to the mechanics of authoring a sequential program in the programming environment. The second task is identical in format to the actual transfer tasks.

5.2.4 Surveys

We included three surveys in our evaluation: a self-developed programming experience survey, cognitive load task survey, and the Computer Science Cognitive Load Component Survey (CS CLCS) [40]. The programming experience survey gathered information about participants’ age, gender, schooling, prior study participation, and prior programming education and experience.

The cognitive load task survey included two validated and reliable scales [45] for measuring cognitive load: mental effort [44] and difficulty [24]. Both scales are Likert item surveys with nine items from 1 (very, very low mental effort / extremely easy) to 9 (very, very high mental effort / extremely difficult). Historically when measuring cognitive load, researchers used either mental effort [44] or difficulty [24] scales to measure cognitive load. However, research now suggests that while mental effort and difficulty are correlated, they are not the same thing [12]. Because prior work on code puzzles used the difficulty scale [17], we included both scales for comparison. Please note that when we discuss cognitive load, we only refer to the mental effort scale.

We used a validated survey to measure the different types of cognitive load. The CS CLCS is an adaptation of an existing validated survey, the Cognitive Load Component Survey [31, 32], for the domain of computer science. The CS CLCS is a ten item Likert survey with three separate cognitive load scales: intrinsic, extraneous, and germane [40]. Each question is rated on an eleven-point scale from 0 (not at all the case) to 10 (completely the case).

5.3 Methods

We conducted our evaluation over several different multi-user sessions. Each participant attended a single two hour session. We seated participants to minimize viewing other participants’ screens and to minimize interaction between participants.

We conducted a between subjects study with two conditions: control (no distractors) and distractors. We randomly assigned participants to either the control or the distractors condition (control: 47, distractors: 45). The study contained two parts: the training phase and the transfer phase as shown in Figure 3. In the training phase, participants completed puzzles with or without distractors as assigned in their condition. In the transfer phase, participants completed three transfer tasks. After completion of the transfer phase, we allowed participants to create their own animation or work on additional puzzles.

Before the study, we asked participants to complete the programming experience survey. Once completed, a member of the research team followed up on the survey responses by interviewing each participant about their responses. This follow up interview allowed us to correct any misreported data about participants’ prior programming experience.

5.3.1 Training Phase

In the training phase, we asked participants to complete a familiarization task, six training tasks, and the CS CLCS. The familiarization task used the same format as the training tasks. At the start of the training phase, we gave participants an instruction sheet with directions on how to complete a training task. We gave participants twelve minutes to complete each training task; there was no time limit for the familiarization task. We permitted participants to ask for help during the familiarization task. However, after completion of the familiarization task, we required participants to complete the remaining six training tasks without assistance. Each participant completed the training tasks in the same order. After completing each task, we asked participants to complete the cognitive load task survey where they rated their mental effort and difficulty for that task.

Upon completion of all training tasks, we gave participants a reminder sheet with a picture and the title for each of the training task animations (i.e. not the familiarization task). We then asked participants to complete the same cognitive load task survey ranking their mental effort and difficulty across all six tasks. We then asked them to complete the CS CLCS. We encouraged participants to reference the reminder sheet when completing these surveys to help them recall their experience.

5.3.2 Transfer Phase

After completing the training phase, participants began the transfer phase of the study. Similar to the training phase, participants first completed two familiarization tasks, three transfer tasks, and then the CS CLCS.

With each familiarization task, we provided an instruction sheet. The first familiarization task’s instruction sheet demonstrated the basics of the Looking Glass programming environment. In the second familiarization task, the instruction sheet provided directions on how to complete the transfer tasks in the study. We allowed participants to keep both instruction sheets for the remainder of the transfer phase as a reference. During the familiarization tasks, participants could ask for help. However, we provided no assistance during the actual transfer tasks. We assigned the three transfer tasks using a balanced “Williams” Latin squares
design to control for learning effects [62]. Participants were given six minutes to complete each transfer task. Following the second familiarization task and each transfer task, we asked participants to complete the cognitive load task survey. Finally, upon completion of all transfer tasks, we gave participants a reminder sheet with each of the three transfer tasks’ titles and pictures of each animation. We then asked them to complete a cognitive load task survey ranking their overall mental effort and difficulty for all transfer tasks and the CS CLCS using the reminder sheet.

6. ANALYSIS

We analyzed the data gathered in the training and transfer phases in the study. We also discuss how we control for external factors, like prior programming experience, in our analysis.

6.1 Training & Transfer Tasks

For the training and transfer tasks, we analyzed task time and performance, as well as the cognitive load scales. We collected cognitive load using several scales: mental effort across all tasks, difficulty across all tasks, overall intrinsic, extraneous, and germane cognitive loads. For each scale, we computed Cronbach’s alpha for reliability ($\alpha > .70$).

Recall that we asked participants to rate their cognitive load for each task as well as rate their overall cognitive load after completing all tasks. Prior research has found that ratings completed at the end of a phase, as opposed to after each task, are often slightly higher than the mean of the ratings from all tasks [11]. The cognitive load task survey required minimal time (pilot testing revealed that this is typically less than 30 seconds) for participants to complete after each task. However, due to timing constraints and concerns over participant fatigue, we decided to only ask participants to complete the CS CLCS once, at the end of each phase. Because the CS CLCS was completed at the end of the phase, the results may be slightly higher compared to the per task cognitive load ratings. To account for this potential difference in the CS CLCS results, we use both the immediate cognitive load task survey ratings and the overall ratings in our analysis.

6.1.1 Training Tasks

For the training tasks, we analyzed time on task, task completion, the cognitive load surveys, and distractor usage. Because task completion may have been affected by other factors, we analyzed whether participants ran out of time or gave up on the task. We also analyzed distractor usage within the distractors condition to evaluate the effectiveness of the distractors. We analyzed the percent of participants who used the distractors in each task and the percent of time participants used distractors in each task.

6.1.2 Transfer Tasks

Similar to the training tasks, we analyzed the time each participant took to complete each transfer task and their performance for each transfer task. For the transfer tasks, we measured performance by whether the participant’s solution matches the correct solution exactly; we did not score with partial credit.

6.1.3 Cognitive Load

The mental effort scales ($\alpha_{training} = .90; \alpha_{transfer} = .89$) and difficulty scales ($\alpha_{training} = .89; \alpha_{transfer} = .79$) are both reliable for both phases. The intrinsic ($\alpha_{training} = .89; \alpha_{transfer} = .92$), extraneous ($\alpha_{training} = .78; \alpha_{transfer} = .71$), and germane ($\alpha_{training} = .87; \alpha_{transfer} = .92$) cognitive load scales from the CS CLCS were also reliable. There is a strong correlation between the mean mental effort for all tasks and the overall mental effort $r_{training} = .82, p_{training} < .001; r_{transfer} = .80, p_{transfer} < .001$. Likewise, there is a strong correlation between the mean difficulty for all tasks and the overall difficulty $r_{training} = .85, p_{training} < .001; r_{transfer} = .80, p_{transfer} < .001$. Because these correlations are so strong, we only report the results of mental effort using ratings from each task (i.e. we ignore the overall ratings). Due to this strong correlation, we have not adjusted the results of the CS CLCS. We also see a strong correlation between mean mental effort and difficulty $r_{training} = .92, p_{training} < .001; r_{transfer} = .88, p_{transfer} < .001$. This suggests that mental effort and difficulty are very closely related. Because of this strong correlation, we only report the mental effort scale when discussing cognitive load.

6.2 Controlling External Effects

Our programming experience survey with follow-on interview revealed that 71% of participants had limited prior programming experience, notably many participants had used Scratch [54] or participated in an Hour of Code activity [19]. Because prior programming experience may influence the outcome of our results, we controlled for prior programming experience, as well as age, formal programming education, and gender, using covariates in our analysis. For all statistical results, where appropriate, we used ANCOVA or MANCOVA with Pillai’s trace to compare the dependent variables from all six training tasks or all three transfer tasks against the control and distractor conditions.

Our analysis revealed that the age and prior experience covariates are significant for most results. In general, older participants and participants with prior experience performed better, while needing less time. The formal education and gender covariates are not significant for any results. This suggests that at the middle school level formal education may not differ much from informal learning. Researchers have also advocated for gender inclusiveness in software, including programming environments, in part because problem solving strategies tend to cluster by gender [3]. Reassuringly, we found no evidence of any gender differences.

When reporting our results, we also include effect size alongside $p$ values. $P$ values are heavily influenced by sample size; the larger the sample size, the more likely a statistical test will return significance ($p < .05$) [56]. Effect size removes the influence of sample size by measuring the magnitude a variable differs between conditions [56]. When reporting effect size for ANCOVA results we report omega squared ($\omega^2$) and eta squared ($\eta^2$) for MANCOVA. We report the magnitude (small, medium, and large) based on the following values: .01, .06, and .14 [28].

7. RESULTS

We share the results of our summative evaluation in terms of how they address our research questions. However, before we report on our research questions we first verify that the distractors in our study performed as expected.

7.1 Distractor Usage

We expected participants to interact with the distractors or use the distractors when solving the training tasks. We used two measures to identify whether participants made use of the distractors: whether participants interacted with the distractors and the percent of time spent using those distractors.

<table>
<thead>
<tr>
<th>Task</th>
<th>% of Participants</th>
<th>Time Spent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>69%</td>
<td>$M = 21%, SD = 23%$</td>
</tr>
<tr>
<td>2</td>
<td>69%</td>
<td>$M = 22%, SD = 25%$</td>
</tr>
<tr>
<td>3</td>
<td>100%</td>
<td>$M = 68%, SD = 20%$</td>
</tr>
<tr>
<td>4</td>
<td>64%</td>
<td>$M = 19%, SD = 22%$</td>
</tr>
<tr>
<td>5</td>
<td>98%</td>
<td>$M = 74%, SD = 26%$</td>
</tr>
<tr>
<td>6</td>
<td>53%</td>
<td>$M = 13%, SD = 20%$</td>
</tr>
</tbody>
</table>
All distractor participants used distractors in at least two of the training tasks ($Mdn = 5$). In fact, the majority of distractor participants (84%) used distractors in four or more of the six training tasks. When authoring multiple choice tests, researchers recommend removing infrequently chosen distractors; distractors should have a response frequency greater than 5% [14, 16]. Across each training task, a majority of participants used distractors in each task ($M = 76\%, SD = 19\%$). See Table 2 for the percentage of participants who used distractors for each task. We also note that participants spent on average 36% of their time interacting with the distractors ($SD = 27\%$). Table 2 also shows the average percent of time that participants used the distractors for each training task.

In general, we believe that this evidence suggests that participants used the distractors an appropriate amount. All participants in the distractors condition used distractors and spent an average of 36% of their time during the training phase using the distractors. While the specific numbers vary across tasks and participants, we believe that spending roughly 30% of task time generating errors, is a reasonable amount of time. We are confident that the distractors worked as intended and so we spend the remainder of the results section investigating our research questions.

### 7.2 How do distractors affect task completion, task success, and cognitive load?

In this section, we report how the distractors affected the training task experience for participants. Overall, we found that distractors caused participants to spend 14% more time on the training tasks, while completing 26% less tasks and increasing participants’ cognitive load. See Table 3 for a summary of the training results.

#### 7.2.1 Training Task Time

Distractor participants spent more time completing the training tasks ($M = 6.15, SD = 1.00$ minutes) compared to the control condition ($M = 5.42, SD = 1.11$ minutes). There was a significant and large effect of distractors on training task completion time ($V = .17, F(6, 81) = 2.86, p < .05, \eta^2 = .17$).

#### 7.2.2 Training Task Performance

Distractor participants ($M = 65\%, SD = 23\%$) correctly completed fewer training tasks than the control participants ($M = 88\%, SD = 11\%$). This effect was significant and large: $V = 30, F(6, 81) = 5.65, p < .001, \eta^2 = .30$. Roughly, this translates to control participants correctly completing about five tasks ($Mdn = 6$) while the distractor participants only completed close to four tasks ($Mdn = 4$).

Recall that participants were given twelve minutes to complete each training task along with the option to quit working on a task at any point. Quitting a task early is analogous to giving up on the task. Distractors participants were significantly more likely to give up on a task compared to control participants, $V = 20, F(6, 81) = 3.33, p < .01, \eta^2 = .20$. In fact, distractor participants quit an average of 1.8 tasks ($SD = 2.16, Mdn = 1$) compared to an average of 0.45 tasks ($SD = 1.00, Mdn = 0$) for control participants.

### Table 3. Mean Training Task Results

<table>
<thead>
<tr>
<th>Task</th>
<th>Time (min.)*</th>
<th>% Complete**</th>
<th>% Quit Early**</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.17</td>
<td>6.43</td>
<td>98%</td>
</tr>
<tr>
<td>2</td>
<td>4.47</td>
<td>5.39</td>
<td>96%</td>
</tr>
<tr>
<td>3</td>
<td>7.30</td>
<td>7.90</td>
<td>72%</td>
</tr>
<tr>
<td>4</td>
<td>5.87</td>
<td>6.25</td>
<td>83%</td>
</tr>
<tr>
<td>5</td>
<td>4.22</td>
<td>5.79</td>
<td>94%</td>
</tr>
<tr>
<td>6</td>
<td>5.47</td>
<td>4.93</td>
<td>77%</td>
</tr>
</tbody>
</table>

*** $p < .001$, ** $p < .01$, * $p < .05$

### Table 4. Mean Transfer Task Results

<table>
<thead>
<tr>
<th>Transfer Task</th>
<th>Time (min.)</th>
<th>% Complete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do Together { Repeat }</td>
<td>3.49</td>
<td>3.07</td>
</tr>
<tr>
<td>Repeat { Do Together }</td>
<td>3.58</td>
<td>3.08</td>
</tr>
<tr>
<td>Repeat { Repeat }</td>
<td>4.56</td>
<td>3.95</td>
</tr>
</tbody>
</table>

There is not a significant effect of distractors on participants running out of time while working on a task, $V = .06, F(6, 81) = .92, p = .49, \eta^2 = .06$. This suggests that participants in both conditions had sufficient time to complete to the training tasks. Overall, we see that distractors appear to have a negative impact on participants’ ability to complete the training tasks.

#### 7.2.3 Training Task Cognitive Load

Across all training tasks, distractor participants reported higher cognitive load than control participants. On average control participants reported their mental effort as $5.18 \approx \text{neither low nor high} (SD = 1.67)$, whereas distractor participants reported their mental effort as $5.73 \approx \text{rather high} (SD = 1.57)$. The effect of distractors on cognitive load is significant and large, $V = .21, F(6, 81) = 3.55, p < .01, \eta^2 = .21$. These results suggest that distractors increase cognitive load for learners.

The CS CLCS reveals that the distractors increased extraneous cognitive load, but not intrinsic or germane load. Intrinsic and germane cognitive load are beneficial to learning. Extraneous cognitive load is imposed by the presentation of an instructional task and is considered harmful to learning. Distractors did not have a significant effect on intrinsic and germane cognitive load; intrinsic: $F(1, 86) = .01, p = .94, \omega^2 = .01$; germane: $F(1, 86) = .35, p = .56, \omega^2 = .01$. The effect of distractors on extraneous cognitive load is significant, but small, $F(1, 86) = 6.03, p = .05, \omega^2 = .05$.

### 7.3 Do distractors participate in more evidence of learning?

Lastly, we wanted to know how distractors affected participants’ ability to learn programming knowledge. Overall, we found no differences in control and distractor participants’ transfer task time, transfer task performance, and cognitive load. See Table 4 for a summary of the transfer task results.

#### 7.3.1 Transfer Task Time

Control participants ($M = 3.88, SD = .60$ minutes) spent roughly the same amount of time working on the transfer tasks as distractor participants ($M = 3.37, SD = .51$ minutes). There is not a significant effect of distractors on transfer task completion time, $V = .06, F(3, 84) = 1.73, p = .17, \eta^2 = .06$.

#### 7.3.2 Transfer Task Performance

Control participants ($M = 55\%, SD = 12\%$) completed roughly the same number of transfer tasks correctly as distractor participants ($M = 43\%, SD = 6\%$). There is not a significant effect of distractors on correctly completing transfer tasks, $V = .06, F(3, 84) = 1.78, p = .16, \eta^2 = .06$.

#### 7.3.3 Transfer Task Cognitive Load

Across all transfer tasks control and distractor participants reported roughly the same cognitive load. On average control participants ($M = 4.36, SD = 1.73$) and distractor participants ($M = 4.44, SD = 1.73$) reported $\text{rather low}$ mental effort. The effect of distractors on cognitive load is not significant, $V = .01, F(3, 84) = .03, p = .99, \eta^2 = .001$. Further, there is no significant difference between conditions for intrinsic, $F(1, 86) = .52, p = .47, \omega^2 = .005$; extraneous, $F(1, 86) = .63, p = .43, \omega^2 = .004$, and germane, $F(1, 86) = .02, p = .89, \omega^2 = .01$, cognitive load.
7.4 Instructional Efficiency
To get an idea of how participants’ cognitive load related to their performance in the transfer tasks, we computed instructional efficiency. Instructional efficiency is a measure that combines the transfer phase’s cognitive load and performance in order to compare the effectiveness of instructional conditions [43, 46]. We decided to use two performance measures for computing the instructional efficiency: transfer task completion and transfer task time. Both can be considered valid measures since time on task is often related to performance [12, 46]. Figure 4 shows the instructional efficiency for our evaluation. Above the line \( E = 0 \) is the high effectiveness area of the graph (top-left corner); below the line \( E = 0 \) is the low effectiveness area (bottom-right corner). From Figure 4, we see that for both measures of performance, the control condition is more effective than the distractors condition.

8. DISCUSSION & FUTURE WORK
The results of this study suggest that distractors in code puzzles provide little benefit for novices learning programming. In this section, we highlight several questions requiring additional investigation.

8.1 Transfer Performance
Distractor participants experienced reduced learning efficiency during the training phase, while experiencing no difference in performance in the transfer phase. Based on our related work, we expected distractors to increase or decrease transfer task performance: the Parsons problem literature often hypothesizes that distractors are beneficial, [25, 47], suggesting increased transfer task performance; alternatively, based on the learning with errors and testing literature we would have expected distractors to decrease transfer task performance. However, the lack of difference in transfer performance is inconsistent with either expectation. This is an unexpected result that requires further study.

8.2 Programming Experience
Most participants had little prior exposure to the programming concepts tested in the transfer phase and on average performed poorly on all transfer tasks (control: 55%, distractors: 43%). The overall low performance suggests that participants were struggling to simply understand the basic concepts. Learners with an existing basic understanding of a programming concept may find that distractors help them transition their understanding of that concept towards mastery.

8.3 Educational Context
In this study, we specifically targeted independent learning as a context for using distractors. Yet, Parsons problems are frequently used as practice alongside traditional classroom instruction [10, 47]. While these contexts may differ, many new programmers often struggle to learn programming, even with access to classroom resources. Given the low transfer performance, it is likely that distractors may reduce learning gains for these struggling students. Future work is needed to understand how distractors affect students’ learning in different educational contexts.

8.4 Motivation
The higher failure rate for completing the puzzles in the distractor condition is worrisome (mean completion: control 88%, distractors 65%). Lower success may leave users feeling deflated and less motivated to continue learning programming. Future research is necessary to understand how distractors may affect learners’ motivation to continue learning programming from code puzzles.

9. THREATS TO VALIDITY
This study looked at one type of code puzzle distractor, the partial suboptimal path distractor, in a very specific context: middle school children learning programming independently. There are other types of distractors and contexts that this study did not explore. For example, Parsons problems frequently contain syntax error distractors [25, 47]. Considering that syntax is often a significant hurdle for new programmers, future research is necessary to understand how other types of distractors affect learners.

We also note that our recruiting mailing list often includes parents who consistently seek additional learning opportunities for their children, possibly enabling selection bias towards higher performing students. Thus our results may not fully represent the wide range of abilities of middle school children.

10. CONCLUSION
The results of our study suggest that distractors in code puzzles provide no clear benefit while reducing learning efficiency. This result can better help computer science educators to understand the potential implications that using distractors in code puzzles may have on their students. Educators should use caution if they choose to use distractors in code puzzles because the result may not match their expectations. We also encourage researchers to explore and evaluate circumstances where distractors in code puzzles have a clear benefit. Understanding how distractors impact learners is just one step towards improving the effectiveness of code puzzles to better meet the needs of future programmers.
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